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EEG-Based Recognition of Silent and Imagined Vowels

This work proposes a framework for future Silent Speech Interfaces (SSI) based on
non-invasive EEG recordings. Specifically, the information embedded in the brain signals
related to the production — overt, covert and imagined production — of the Italian vowels
/a/ and /i/ allowed to distinguish the vowels relying on discriminative features calculat-
ed by the Ambiguity Function in the context of time-frequency analysis, and ranked by
the Fisher contrast. The vowels were classified by using a multilayer feed-forward ANN.
Opverall, intra-subject classification accuracies, as measured by the area under the ROC
curve, ranged from 0.84 to 0.96 for overt production, from 0.83 to 0.96 for covert pro-
duction, and from 0.89 to 0.98 for imagined vowels. Results indicate significant potential
for the use of speech prosthesis controllers for clinical and military applications.
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Introduction

Several electrocorticographic, electric and magnetic investigations showed that
from the brain signals important information for the discrimination of spoken
and perceived speech sounds can be extracted (Bouchard, Mesgarani, Johnson &
Chan, 2013; Pei, Barbour, Leuthardt & Schalk, 2011; Wang, Perreau-Guimaraes,
Carvalhaes & Suppes, 2012; Obleser, Lahiri & Eulitz, 2004; Obleser, Scott &
Eulitz, 2006; Scharinger, Idsardi & Poe, 2011; Luo, Poeppel, 2012). It seems also
feasible to recognize neuronal traces of non-audible speech sounds evoked during
imagined and mouthed (covert) speech processes; the idea is that the mechanisms
underlying such operations rely on the same neuronal substrates involved in the
processes of overt speech production, thus, tracing and detecting the related cortical
signals seems actually plausible (Tian, Poeppel, 2010).

In the last decades, different attempts have been made to decoding the EEG
signals associated to non-audible speech mainly with the interest of testing new
methodologies for speech recognition systems such as Silent Speech Interfaces
(SSIs). These systems acquire data from brain activity associated with overt and
covert speech performance and synthesize information by reproducinga digital rep-
resentation of the signals necessary for their functioning (for a detailed description
of SSIs see Denby, Shultz, Honda, Hueber & Gilbert, 2010). The potential usa-
bility of these applications is enormous — from medical to military environments
— and leads to explore methodological approaches in support of new portable and
user friendly EEG-based SSIs. For researchers, this means resolving some critical
steps such as the extraction of the most discriminative features of the brain signals
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associated with speech sounds and the choice of accurate classification procedures
(St’astn)'r, Sovka & Stan¢dk, 2003). To date, several approaches have been proposed.

First works go back to the end of 90s when Suppes and colleagues (Suppes, Lu &
Han, 1997) succeed in decoding electric and magnetic brain signals recorded during
imagined words; some years later however, Porbadnigk and colleagues showed that
the classification rates were biased for the effects of the temporal artifacts caused
by the experimental protocol (Porbadnigk, Wester & Calliess, 2009). Subsequent
studies focused mostly on decoding imagined phonemes. For example, D’Zmura
and colleagues (D’Zmura, Deng, Lappas, Thorpe & Srinivasan, 2009) showed with
spectral analysis techniques that the brain frequency bands were informative for
non-audible sounds classification. They recorded the EEG activity of four subjects
performing two imagined syllables /ba/ and /ku/ with three different rhythms and
achieved a classification accuracy of 87% only for one of the four subjects included
in the experiment. Working on the same data set, Brigham and Kumar extended the
result demonstrating that classification rates remarkably improved after an inten-
sive technique of artifacts rejection. Here, the features were extracted by autoregres-
sive coefficients and the classification was done with a k-Nearest Neighbor classifier
(Brigham, Kumar, 2010). Meanwhile, DaSalla et al. classified the neuronal activity
of three healthy subjects associated to the imagined vocalization of the English vow-
els /a/ and /u/ as compared to a no-state control condition where subjects were at
rest (DaSalla, Kambara, Sato & Koike, 2009). The authors applied spatial filters
to the EEG time series and tested a support vector machine (SVM) for the clas-
sification of the tasks achieving overall good accuracies (/a/ vs. rest: 68%; /u/ vs.
rest: 78%). The same EEG dataset was tested with other kinds of classification algo-
rithms (see Santana, 2015; Igbal, Shanir, Khan & Farooq, 2016) reporting similar
accuracy percentages. Yet, the EEG activity evoked during the imagined production
of couples of phonemes differing in patterns of vocal articulation was successfully
classified (classification rate above 70%) by exploiting information embedded in
spectrogram samples at specific brain frequencies (Chia, Hagedorna, Schoonovera
& D’Zmura, 2011). Here, classification was done with a Naive Bayes and Linear
Discriminant Analysis (LDA) classifiers. Similar results were found in pairwise
classification using SVM of the Japanese vowels /a/ and /u/ (Matsumoto, Hori,
2014). To conclude, to the best of our knowledge, only Riaz and colleagues have
discriminated EEG data of three subjects performing mouthing tasks of five differ-
ent vowels, (a, ¢, 1, 0, and u). Results of the pairwise comparisons showed an average
accuracy of around 75% with the best separation between vowels /a/ vs. /i/ and /e/
vs. /u/ (Riaz, Akhtar, Iftikhar, Khan & Salman, 2014).

In the present work, we explored a procedure for decoding brain signals associ-
ated to different experimental speech tasks: overt production (OP), covert produc-
tion (CP or mouthing) and imagined production (IP) of the Italian vowels [a] and
[i]. These two vowels are suitable for our explorative purposes as they are realized by
maximally contrastive tongue gestures: /a/ is pronounced by lowering the tongue
body and /i/ by raising the tongue body and advancing the tongue root. Our aims
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were (i) to determine whether the patterns elicited by OP were elicited even in ab-
sence of audible speech signals (i.e., in CP and IP) and (ii) whether the EEG waves
contained discriminant information for vowel classification. To do this, spectral
analysis and the (symmetric) Ambiguity Function (AF) were used to represent the
EEG signals, and a feed-forward Artificial Neural Network (ANN) was tested for
vowel classification in each task. If covert and imagined speech conditions reveal
as useful levels of investigation, then the framework may be implemented in new
methodological approaches for the development of non-invasive SSIs.

1. Methods
1.1 Subjects

Twelve students of the University of Salento (Lecce, Italy) (7 males and 5 females,
2543 years) participated in the experiment after providing a written informed con-
sent. They were right-handed according to Handedness Edinburgh Questionnaire
and none of them had any known neurological disorder or other significant health
problem. The ethical committee of the local health authority of Lecce approved the
study.

1.2 Experimental procedure

In separate runs, the participants performed three tasks: OP, CP and IP of the vow-
el /a/ and then of the vowel /i/. In the OP task, the subjects pronounced aloud
the vowel, in the CP task, they mouthed the vowel without any emission of sound,
and during IP, they had to imagine to produce the vowel without using articulatory
muscles (i.e., inertial tongue and mandibular movements) and without uttering any
audible sound. The order of the tasks was counterbalanced across participants; the
order of the vowels was established before each task.

Each trial began with a black screen displayed for a random time (400-1000
ms) followed by a small white cross (500 ms) in the center of the computer moni-
tor, used to suggest subjects to concentrate and prepare for the task. Another rand-
omized time interval (400-1000 ms) preceded a white screen (2000 ms) which trig-
gered the onset of the task. Each session consisted of 80 visual cues (white screen)
and each trial had an average duration of about 3850 ms (Figure 1).

The subjects were instructed to perform as best as possible the experimental
task while remaining completely still during imagined phoneme production. All
participants took part in a training phase, which was identical to the experimental
procedure to ensure an accurate task performance.
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Figure 1 - Schematic illustration of the paradigm employed in the present experiment
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1.3 Data acquisition

Continuous EEG was recorded with a 64-channel actiCAP (10-20 system), a sam-
pling rate of 250 Hz and a band pass filter of 0.1-70 Hz (BrainProducts GmbH,
Germany). The vertical Electro-oculogram (EOG) was recorded by means of two
electrodes (same type as EEG) just above and below the right eye, and the horizon-
tal EOG was recorded with the FT9 and FT10 electrodes. The online reference was
at FCz and impedance was kept under 5 kQ by electrogel conductant.

2. Data pre-processing
2.1 EEG analysis

Off-line signal processing was carried out with MATLAB and the software pack-
age EEGLab. Data were digitally filtered at 2-30 Hz, they were re-referenced to
the right and left mastoids TP9-T910 and down-sampled to 100 Hz according to
EEG studies on the classification of speech stimuli (Wang et al., 2012; Suppes, Han,
Epelboim & Lu, 1999). Independent component analysis (ICA) was computed as a
pre-processing step to remove muscular and ocular artifacts. A script was written to
identify artefactual independent components (ICs) by exploiting their power spec-
tral density (PSD) properties (Vos, Ries, Vanderperren, Vanrumste, Alario, Huffel
& Burle, 2010). The basic assumption is that brain EEG signals have lower power at
high frequencies whereas muscular EEG signals have higher power at high frequen-
cies. Accordingly, we have considered as potential muscular artifacts the ICs whose
average power between 15-30 Hz was at least twice as great as the one between
2-15 Hz. Similarly, keeping in mind that the ocular EEG signal power has a very
narrow peak between 0-4 Hz, we considered possible ocular artifacts those ICs
whose average power between 2—4 Hz was at least half of that between 4-30 Hz.
Finally, we visually inspected the highlighted ICs. Components actually identified
as artifacts were rejected, and the original EEG time-courses were reconstructed,
using only the preserved ICA components. EEG epochs were extracted with ref-
erence to the white screen onset. Each epoch had a duration of 400 ms, 100 ms of
pre-stimulus and 300 ms of stimulus.
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2.2 Feature extraction

For an accurate characterization of non-stationary signals such as EEG data,
Time-Frequency Representations (TFRs) are required. TFRs (Kozek, Hlawatsch,
Kirchauer & Trautwein, 1994) are data processing methods in which signals are
analyzed simultancously in the time and frequency domains, in a 2D representa-
tion. The rationale for TFRs is that conventional methods as Fourier Transform as-
sume the signals to be periodic or infinite in time, while many real-life signals, such
as EEG time series, vary considerably. Known TFRs are the Short-Time Fourier
Transform (STFT) and wavelet analysis. In this work, the (symmetric) Ambiguity
Function (AF), i.c., the inverse Fourier transform of the Wigner-Ville distribution
was proposed to represent EEG signals (Kozek et al., 1994) and an ANN (Haykin,
2008) was used for the vowel classification in the different tasks. EEG epochs for
each subject were initially processed by time-frequency analysis in the doppler-delay
ambiguity plane. Values of the ambiguity function in the plane were chosen as fea-
tures for vowel recognition. The most discriminant points in the plane were identi-
fied by maximizing the Fisher contrast of the two classes, and the ambiguity values
in those points formed the feature vector. A 2-layer, 5-hidden-neuron feedforward
ANN was trained and validated for the recognition of the vowels, independently on
each subject. ROC (Receiver Operating Characteristic) curves were calculated and
the AUC (Area Under the Curve) values were derived as a classification accuracy
measure.

The AF of signal x(u), denoted by Ax, is defined as:

4 * 4 —2mivu

(1) A (z.v) ix(m—zjx (u 2]6 du

Where ¢ is the time delay, 7 is the doppler frequency shift, and x* is the complex

conjugate of x. The AF can be considered as an autocorrelation function in joint

time-frequency domain, which transforms a signal to time delay and frequency shift
plane (Ambiguity Plane). Its most useful properties are:

i. The AF modulus is independent of time and frequency shift, that is, if y is a
time- and frequency-shifted copy of x: y(¢)=x(z — ¢ )e*"#*, then A4 ( 7, 9)=4 (1, v)
Eh7=4% 50 that |A (7, v)| = |4 (7, v)];

ii. The AF modulus is symmetric with respect to the origin: |4 (¢,v)| = |4 (-7, -v)|.
If x is real, then: |4 (1,v)| = |4 (v, —v)| and |4 (-7, V)| = |4 (-7, V)|, |/1 v)| =
A5 b ()] = (5 =)

iii. The largest AF value is in the axes origin, and equals signal energy: Vz, » :

4,7, 9)] < 14,0.0)] = ] |+(2)

Time shift and frequency shift invariance (property (i)) indicates that even if the
arriving times and center frequencies of the signal vary from each other, the moduli
of their AFs are the same. Therefore, extracting features from the ambiguity plane
does not require time alignment and frequency transform. The symmetry proper-
ties of AF with real signals (property (ii)) allowed considering only a quarter of the
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ambiguity plane without information loss. Some literature exists on the subject of
AF applications to pattern recognition and signal classification, where discriminant
features are taken from the Ambiguity plane. If the length of a signal (number of
samples) is Ns, the AF of the signal is a NsxNs matrix, which is generally large.
Therefore, it is convenient to project the ambiguity function to a lower-dimension-
al space. In some studies, (McLaughlin, Droppo & Atlas, 1997; Atlas, Droppo &
McLaughlin, 1997; Gillespie, Atlas, 2001), kernel function methods were proposed
that extracted features from the ambiguity plane by designing time-frequency kernel
functions, which preserved the location of the ambiguity plane that maximized class
separability. In Garcia et al. (Garcia, Ebrahimi & Vesin, 2003) and in Ebrahimi et
al. (Ebrahimi, Vesin & Garcia, 2003), this method was applied to Brain-Computer
Interfacing. As a means of reducing feature-space dimensionality (Garcia, Ebrahimi
& Vesin, 2002) used the Fisher Contrast (or Fisher’s discriminant ratio, FDR) to
locate the N most discriminant locations on the ambiguity plane. Thus, N locations
from the ambiguity plane are chosen, in such a way that the values in these locations
are very similar for signals from the same class, but they vary significantly for signals
from different classes. For our two-class classification of vowels, we followed this
methodology, which proved simple but effective. The procedure consisted in deter-
mining the coordinates of a number of highest contrast points between two given
TFRs in the ambiguity planes (representing the two classes), then using the values
of the AF in those points as features for classification. Steps are as follows. Firstly,
calculate the FDR for the training sets of the two classes (/a/ and /i/ vowels) in the
ambiguity plane (doppler v, delay ), for each rebuilt EEG channel c:

‘A (z.v)-4, (z, v)‘
Al (x, v)+A (z,v)

(2) Ky, lerv)=

In the above expression:

3) A, ev)=134, (w)

l]l

(4) 123l -3 )

7 =1

are respectively the mean and the variance of the AFs of all epochs (belonging to the
training set), calculated for each class and for each channel: i indexes the two classes,
n_is the total number of signals for class i, 4 ,, is the AF of the j-th epoch of class i,
in channel c. The rationale of using the FDRfs to optimize the representation space
by maximizing the value of K, (c, 7, »), which means increasing the distance be-
tween the mean of the two classes, while reducing intra-class dispersion. Secondly,
chose a number of points Np in the AF planes, according to a criterion of maximum

s
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discriminant power as measured by the KFisher contrast between the average AF
planes for the two classes.

After some tests with a variable number of features (from 10 to some hun-
dreds) we concluded that no important gain could be obtained by using too
large Np values, so we set Np = 100 which appeared as a good compromise
between accuracy and feature space dimensionality. Each point had coordi-
nates Fm(cm, T, vm), m = 1, ..., Np. Discriminant features were chosen as the
AF calculated in {F_}. Then, by considering the channels in which most fre-
quently the features were chosen by the FDR, information about the most
discriminant EEG electrodes was collected. The analysis of the EEG channels
more frequently chosen by the FDR value put in evidence a noticeable varia-
bility between the subjects, but it allowed, anyway, to derive some interesting
common information. In particular, the most discriminative sites for vow-

el discrimination were Cz, CP2, CP4, CP6 for the OP task, FT7-FT8-T7-
T8-C6 for CP, and CP1-CP2-CP3 for the IP task.

2.3 Classification method

Each validation EEG epoch x was classified by a supervised classifier as class
i, according to the set of features AFx(c_, t ,v ), m = 1, ..., Np. Supposing
that the overall number of training trials for a subject is NT = NT1 + NT2
(the summation of trials for class 1 and 2 respectively, 160 per subject in our
experiments), the classifier input is a NTxNp matrix (i.e. 160x100). Finally,
a feed-forward ANN was chosen as the classifier (1 hidden layer with 5 hid-
den neurons, HN). In intrasubject experiments, the training set was random-
ly divided into two subsets of equal cardinality, and the training-validation
process was repeated 50 times, each time calculating the ROC curve and its
AUC as a measure of accuracy. The result was a mean AUC with an associated
error (the standard deviation). This step was repeated for each subject for the
OP, CP, and IP tasks. Vowel classification was also performed intersubject in
LOSO (Leave One Subject Out) cross validation.

3. Results
3.1 EEG patterns

To visualize the responses to each vowel we calculated the average of all ep-
ochs in the three tasks separately. Figure 2 (A, B, C) shows the grand averages
at the most important electrodes for vowel classification (Section 2.2); time
0 ms coincides with the appearance of the visual cue triggering the onset of
the task execution. In each experimental condition, we recognized a nega-
tive trend reaching the most negative peak between 80-120 ms over the fron-
to-central electrodes, and a late positive shift peaking between 170-200 ms at
central and parietal sites. These peaks resemble the typical neuronal audito-
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ry N1/P2 pattern (e.g., in Manca, Grimaldi, 2013). The mean amplitude of
these peaks was calculated considering an interval of 60 ms centered at the
maximum peak.

Figure 2 - Grand average waveforms (N=12 subjects) at fronto-central and centro-parietal
electrodes and topographic maps for the vowel /a/ (in black) and /i/ (in red)
A) Overt Production
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B) Covert Production
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C) Imagined Production
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The presence of the N1 and P2 pattern of response was verified by a series of t-tests
against zero at the midline electrodes FCz, Fz, and Cz (p < 0.05). Data were nor-
mality distributed (p> 0.5) as evaluated by a series of Shapiro-Wilk tests on the N1
and P2 amplitude and latency values at Cz electrode (n=12) where the components
had the maximum distribution (Table 1).
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Table 1 - Normality tests on N1 and P2 values for each experimental tasks
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Overt Production Covert Production  Imagined Production

Statistic Sig. Statistic Sig. Statistic Sig.
N1 Amplitude /a/ ,930 ,376 ,662 ,089 ,662 ,089
N1 Latency /a/ 1982 1990 ,893 129 893 129
P2 Amplitude /a/ 972 ,926 ,700 ,098 ,700 ,098
P2 Latency /a/ ,920 282 ,928 ,355 1928 ,355
N1 Amplitude /i/ 911 221 927 347 927 347
N1 Latency /i/ ,986 ,998 ,960 785 ,960 785
P2 Amplitude /i/ 942 ,520 ,920 286 ,920 ,286
P2 Latency /i/ 884 ,098 ,930 ,375 1930 375

3.2 Vowel classification

Vowel classification was obtained by a 1-hidden-layer feed-forward ANN with
back-propagation (5 HNG). Tests with less or no HNs (in the hypothesis that the

discrimination problem might be liner) gave poor results. Increasing the number

of HNs gave no relevant accuracy improvement. As an example of the discrimi-
nant power of the chosen features, Figure 3 shows the scatter plot of the two classes
(vowel /a/ and vowel /i/) in the plane of the two best features (named Feature 1
and Feature 2 in the graph), for the IP task of one of the subjects. The good class

separation is evident.

Figure 3 - Scatter plot of the two vowel classes in the plane of the two best features,
for the IP task of one of the subjects
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AUC values for vowel classification, for each task and for each subject are reported
in Table 2. AUC were averaged on 50 iterations of the ANN training/validation
process, and standard deviations are reported as the uncertainties. The CP and IP



316 ANNA DORA MANCA, GIORGIO DE NUNZIO, MIRKO GRIMALDI

tasks showed an average classification accuracy (as measured by the ROC AUC) of
0.91 and 0.93 respectively, which suggests slightly better performance compared to
the OP task (i.e., 0.89). This was statistically significant for OP vs IP comparison
(according to a paired t-test applied to the mean values in Table 2, giving p = 107).
This finding needs anyway deeper investigation and confirmation.

Intersubject classification in LOSO cross validation was finally tested with very
poor results (AUC about 0.50-0.60).

Table 2 - Average AUC values and standard deviations calculated with SO runs of the
training/validation process, for each subject (S) and each task

S AUC - OP AUC-CP AUC - 1P
1 0.85+0.03 0.95+0.02 0.93+0.03
2 0.85+0.04 0.96+0.02 0.89+0.03
3 0.88+0.03 0.85+0.04 0.92+0.03
4 0.88+0.03 0.95+0.02 0.94+0.02
5 0.87+0.05 0.93+£0.03 0.91+0.03
6 0.9540.02 0.84+0.05 0.94+0.02
7 0.83+0.05 0.90+0.03 0.93+0.02
8 0.94+0.02 0.95+0.02 0.96+0.02
9 0.96£0.02 0.91£0.03 0.96+0.02
10 0.9340.03 0.9540.02 0.97+0.02
11 0.93+0.03 0.86+0.05 0.98+0.02
12 0.87+0.03 0.90+£0.03 0.89+0.03
Mean 0.89 091 0.93

4. Discussion

The current study shows that is feasible to recognize the features distinguishing the
vowels /a/ and /i/ from information embedded in the EEG signals generated during
covert and imagined production. Two main conclusions derived from the results.
First, the CP and IP tasks elicit similar neural responses to the OP showing the
typical auditory N1/P2 responses to speech sounds (Nadtinen, Picton, 1987) as in
previous studies on Italian vowels. In particular, an event—related study on the percep-
tion and production processes of the same vowel pairwise (Manca, Grimaldi, 2013)
suggested the N1/P2 pattern as index of the activation of auditory neurons to the
linguistically relevant properties of sounds; yet, the generators of the auditory activity
to the perceived vowels was localized in the supratemporal auditory cortex of both
hemispheres (Manca, Di Russo & Grimaldi, 2015). Furthermore, models of speech
production (Guenther, Hampson & Johnson, 1998; Tian, Poeppel, 2010) have es-
tablished that during speech production two efferent copies — auditory and motor
— are created from stored models of previous speech motor acts; when the speech
command is executed, auditory feedback of the spoken sound is heard at the level of
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the peripheral auditory system and processed through the central auditory pathway to
the bilateral auditory temporal lobe ( Tourville, Reilly & Guenther, 2008). Yes, further
MEG studies revealed that the auditory cortical potentials at a latency of approxi-
mately 100 ms are modulated during speech execution (Gunji, Hoshiyama & Kakigi,
2000; Heinks-Maldonado, Nagarajan & Houde, 2006). In the present work, the to-
pography of our waves resembles the same neuronal pattern revealing some hints of
auditory activation also in the tasks where there exists no auditory feedback (Figure
2). That is, since the subjects in the present experiment were instructed to generate
different forms of speech production, we can speculate that the early activity elicited
during the CP and IP tasks (as described by N1/P2 pattern) represents the output of
sensory-motor circuits along which the auditory system is activated even when motor
activity is inhibited or absent. Anyway, the role played by the motor areas in speaking
cannot be ruled out: studies on movement-related cortical potentials (Deecke, Engel,
Lang & Kornhuber, 1986) reported negatives potentials with symmetric activities at
100 ms post vocalization that overlap the auditory activity (Gunji et al., 2000). In
our study, the early frontal activity (from 80 to 170 ms) may be actually related to the
motor act of speaking (as in OP and CP) that requires interconnection among the
frontal, temporal, and parietal lobes of the brain (Guenther, 2007). Further investi-
gations are needed to improve the understanding of the activities that are recruited
in the speech production tasks and, in this perspective, it will be necessary to take
into account recent intracranial investigations finding no activation of the Broca’s area
during actual articulation (Flinker, Korzeniewska, Shestyuk, Franaszczuk, Dronkers,
Knight & Crone, 2015).

The second finding is that information extracted by the early dynamics contains
sufficient discriminative features for the vowel cortical classification. As to features,
D’Zmura (2009) used matched filters, DaSalla et al. (2009) and Matsumoto and
Hori (2014) applied the Common Spatial Patterns (CSP) methods that exalts more
discriminative EEG channels, taking variance as the discriminating feature. We used
the Ambiguity Function that gave us a large number of features (the values of the
Ambiguity Function at each point of the ambiguity planes) then reducing the feature
space dimensionality by FDR.

As for the choice of the classifier, we used a feed-forward ANN to recognize
the features distinguishing the vowels /a/ and /i/ and showed that a 2-layer, 5-HNs
feed-forward ANN can be successfully trained for the intrasubject recognition of
overt, covert and imagined vowel production, in line with previous studies using dif-
ferent approaches. Other studies preferred the use of SVMs as classifiers (DaSalla et
al., 2009; Matsumoto, Hori, 2014; Riaz et al., 2014) that has some advantages: e.g.,
the guaranty of finding the global minimum during training, but we preferred ANNs
because they are naturally fit for problems with nonlinear decision hyperplanes, while
SVMs require the selection of appropriate kernels and parameters. Surprisingly, we
found that the pairwise comparison performed slightly better in the CP and IP tasks
(i, 0.91 and 0.93 respectively) than in the OP task (i.e., 0.89), and the difference
between OP and IP was judged as statistically significant by the t-test. This was tenta-
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tively explained by the reduced presence of motor artifacts in the IP task where motor
activity should be absent. It is likely that the CP and IP trials contain a large number
of useful information for vowel cortical distinction since they are less affected by mus-
cular activity as compared to OP signals. Furthermore, the location of the most dis-
criminative electrodes of the scalp showed that the most informative sites are placed
over both sensorimotor areas in CP, very close to the motor cortex (Riaz et al., 2014),
and over posterior regions for IP task suggesting that the classification of these signals
may be based on mostly on the imagined speech muscle movements as shown in other
speech imagery studies (DaSalla et al,, 2009). Further works are needed to provide
additional validation to out hypothesis.

S. Conclusions and Limitations

The current work proposes a method that may be used for classifying speech sounds
from brain signals and suggests the EEG technique as a pursuable and a necessary ap-
proach for developing frameworks for EEG-based SSIs systems. Other techniques re-
sult limiting in that perspective: functional magnetic resonance imaging (fMRI) has
reduced temporal resolution, magnetoencephalography (MEG) is not sensitive to all
the currents generated by the brain and ECoG requires the implantation of electrodes
in the brain during neurosurgical operations.

However, in this study a series of limitations has to be taken into account, at least
because finding highly significant results in such an experiment is new. For example,
there is good reason to believe that the fixed order of vowel affected the accuracy per-
formance as suggested by Porbadnigk and colleagues (2009) although, a more recent
study has also revealed no significant difference between the imagined vocalization of
vowels presented in fixed and in random order (Matsumoto, Hori, 2013). In future
works, we are going to extend our probes on the activities involved during the motor
preparation and to select small temporal windows (shorter than 300 ms) in order to
provide a more fine-grained picture of the phenomenon under investigation.

Yet, data filtering needs to be much intensive: for example, building a composite
system in which CSP is used as a preprocessing step before time-frequency analysis,
may be a good solution; the reduction of the number of prominent electrodes as well
as their physical significance for classification, remain subjects for future studies. To
conclude, it will be also important to compare the performance of well-known proce-
dures (e.g. SVM vs. ANN) and to test other efficient classification techniques moving
beyond the pairwise classification of vowels. Currently, we are working to examine all
these points in an EEG study with all Italian vowels.
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